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Trajectory data
What is that and why we need it?

Primitive element of
microscopic traffic flow
modeling

Inter-vehicular distances

Key to characterize any type
of traffic
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Challenges involved in trajectory data collection

Drivers under surveillance

Different classes of
vehicles?

Re-examine?

Practically impossible to
track every vehicle

Looses the track of vehicle

Duplicate entries

Smaller trap length

Tracking only one vehicle
at a time

one known point per
image frame

Methods for collecting the trajectory data
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Approach of present study
Developed semi automatic tool - Vehicle Trajectory Extractor(VTE)

A semi automated tool is developed

User input vehicle
classification and
identification

Once selected, automated
tracking of vehicle

Tracks multiple vehicles
simultaneously

X Efficient trajectory
extraction Methods for collecting the trajectory data
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Camera calibration and coordinate Conversion
Pinhole camera model (Zhang, 2000)

Process of mapping the co-ordinates of two-dimensional (2-D) digital
image to the three-dimensional (3-D) real-world coordinates

Based on:
I Intrinsic parameters

• optical, geometric, and digital characteristics of the camera
• obtained from chess board video footage

I Extrinsic parameters
• defines the location and orientation of the camera
• obtained from the co-ordinates of four reference points marked in the

field

Once these parameters are obtained, mapping from 2D to 3D is
possible using equations from projective geometry
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Pinhole camera model
(Zhang, 2000)

I ‘m’ is the point on 2D digital image
with co-ordinates (u, v)

I ‘M’ is a 3D point in real world with
co-ordinates (X , Y , Z )
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Pinhole camera model
(Zhang, 2000)

I Now mapping from 2D to 3D can be carried out as:

s

u
v
z

 =

fx 0 cx
0 fy cy
0 0 1


r11 r12 r13 t1

r21 r22 r23 t2
r31 r32 r33 t3




X
Y
Z
1

 (1)

where,

I cx , cy −→ co-ordinates principal
point that is usually at the image
center

I r12 to r33 −→ rotational coefficients
I s −→ scale factor.

I fx , fy −→ are the focal lengths
expressed in pixel units

I t1 to t3 −→ translational
coefficients
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Vehicle tracking

Discriminative correlation filter
(Danelljan et al., 2014) for vehicle
tracking

Based on histograms of oriented
gradients (HOG) features

Accepts vehicle selection as user
input in the form of a bounding box

Tracker learns a discriminative
correlation filter to localize this
target in a new frame
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Data collection process using VTE
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Working with VTE

Start

End

Record Video on site

Calibrate the camera

Mark four reference 

points on ground 

Record chessboard video 

footage from the camera

Store camera 

calibration matrix 

Chessboard video

footage 

Co-ordinates of

 reference points

Select the resolution

Select the detection region

Select the vehicles to track Draw bounding box

End of the

Video? Trajectory Data

Select the vehicle class

No

Yes

11 / 22


var ocgs=host.getOCGs(host.pageNum);for(var i=0;i<ocgs.length;i++){if(ocgs[i].name=='MediaPlayButton0'){ocgs[i].state=false;}}





Study area and data collection

Two lane divided urban road

Afternoon - off peak period

20 minutes of video footage

150m trap length

1/25 seconds resolution

1136 Vehicle trajectories
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Sample output from VTE

Vehicle Frame Vehicle X Y
ID Number Type

1 47 4 31.88 1.56
2 47 2 53.60 3.06
3 47 6 10.82 2.42
4 47 2 20.66 0.65

sample vehicle trajectories

∗The number in vehicle class column refers to particular vehicle class
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Preliminary analysis
Vehicle composition in the database

Vehicle Number of vehicles
Type in dataset

Bicycle 4
PTW 628
Auto Rickshaw 64
Car 352
LCV 51
Bus 29
Truck 8

Total 1136

55.28%

PTW

30.99%

Car

5.63%

Auto Rickshaw

4.49%

LCV

2.55%

Bus

0.70%
Truck

Powered two wheelers (PTW)
Light commercial vehicles (LCV)
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Preliminary analysis
Vehicle Positioning

I cycle and auto rickshaws prefer left side
I PTW are using both sides

I heavy vehicle and cars prefer right side
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Summary and conclusion

A novel semi-automatic tool is developed for extracting vehicle
trajectory data

1 Easy to handle

2 Improved accuracy

3 Time efficient

4 Cost effective

Future tasks:
I Validation for accuracy
I Building a graphical user interface (GUI)
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Thank you for your attention!
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Contact:
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rushikesh.amrut@gmail.com





Pinhole camera model
Considering the lens distortion coefficients

xcorrected = x ′(1 + k1r2 + k2r4 + k3r6
1 + k4r2 + k5r4 + k6r6

) + 2p1x ′y ′ + p2(r2 + 2x ′2) (2)

ycorrected = y ′(1 + k1r2 + k2r4 + k3r6
1 + k4r2 + k5r4 + k6r6

) + 2p2x ′y ′ + p1(r2 + 2y ′2) (3)

where,

k1 to k6 are radial distortion coefficients
p1 and p2 are tangential distortion coefficients
r2 = x ′2 + y ′2

x ′ = x/z ; y ′ = y/z

u = fx xcorrected + cx (4)

v = fy ycorrected + cy (5)
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HOG Features
How it works?

∗ Figure source: Satya Malilicks blog
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Tracking algorithm
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